Slide 1
This talk addresses the problem of detection of depth discontinuities (or depth edges) from images captured under different lighting conditions. In particular, we propose novel solutions for dealing with multi-scale depth changes and dynamic scenes in depth edge detection. The authors of this work are Rogerio Feris, Ramesh Raskar, and Matthew Turk. This is a joint work between the University of California, Santa Barbara, and Mitsubishi Electric Research Labs.
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As you know, discontinuity detection and modeling has a long history in computer vision, but most methods rely on intensity discontinuities to analyze images. Here, I highlight two key limitations of these methods:
First, they are limited in their ability to reveal scene structure. For example, in the soda cans image, we can see that the intensity edge map comprises not only shape boundaries, but also discontinuities due to reflectance changes, specular reflections, and so on. All these types of discontinuities are mixed together in a single intensity edge map, and this may be undesirable for many applications.

Second, shape boundaries are not captured in low-contrast scenes. As we can see in the plant image, important shape contours are not captured along the leaves because there is no sufficient intensity variation.
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Ideally, we would like to detect discontinuities in the physical surfaces, rather than (or in addition to) intensity discontinuities. These include discontinuities in depth, surface normal, albedo, illumination, and motion.
Our work is focused on the detection and modeling of depth discontinuities, also known as depth edges, or occluding contours. So, rather than estimating the full depth map of the scene, we are just interested in discontinuities in this data.
Why this is an important problem?
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This is important because depth edges are directly tied to the 3D scene structure and tend to outline the shape boundaries of objects. For example, here we have an image with a cluttered background, and, as we can see, the intensity edge map captures all the reflectance discontinuities. On the other hand, the depth edge map contains only shape edges - all reflection discontinuities are removed! 

This is extremely important for many computer vision applications, including segmentation, stereo, and object recognition.  
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A natural way to compute depth discontinuities is to first estimate the full 3D reconstruction of the scene and then look for discontinuities. However, most depth recovery methods fail exactly at depth discontinuities, due to occlusion, smoothness constraints, and so on

Is it possible to estimate depth discontinuities without full 3D scene reconstruction?
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It turns out that this is possible with a simple modification of the capture setup: a multi-flash camera with flashes strategically positioned to cast shadows along depth discontinuities. So, instead of taking one single picture, we take four pictures of the scene, each one with a flash at a time. And then, the shadows are exploited to detect depth discontinuities.
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Let me describe this idea with more details. If we take an image with the flash positioned to the left of the camera, we can see that there are thin slivers of cast shadows, which appear to the right of the object. Since the flash is placed very close to the camera, the shadow is attached to the object.

Now if we take an image with the right flash, the shadows appear to the left
With the top flash they appear to the bottom

And with the bottom flash they appear to the top
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A key idea of our multi-flash imaging method is that if a pixel is in shadow in one of these images, we guarantee that this pixel won’t be in shadow in at least one of the other images, because the flashes are strategically positioned. For example, if a pixel is in shadow in the right flash image, the same pixel is not in shadow in the left flash image, because it will be lit by the left flash. Based on this information, if we take the maximum composite of these four images, we obtain an image without shadows. 
Now, if we just take the ratio (or the difference) between an image with shadows and the shadow-free image, we get just the shadows highlighted. Then, we traverse these ratio images properly, for example, the bottom ratio image we traverse from bottom to top, and whenever we find a negative transition (i.e. a shadow), we mark as a depth edge pixel. By assembling the depth edge pixels detected in the four images, we obtain the full depth edge map. 

And here is the full picture and the correspondent depth edge map. Note that the main advantage of our method is that we just capture shape edges; no texture edges are captured.
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Although this method is very robust to capture shape edges in complex, real-world scenes, it has some limitations. It fails for outdoor scenes (because of sun light and distant objects), and with specular reflections (because they shift among images). We can not handle transparent or low-albedo objects and also thin structures, since the shadow may be separated from the object. Finally, our method fails when there is no background or in dynamic scenes (since we assume the images are registered during image capture).
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Now I will show that by varying illumination parameters, such as the spatial position, number, type, and wavelength of light sources, we are able to handle some of the limitations mentioned before and thus obtain robust depth edge detection in a wider variety of conditions.
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The first problem is how to detect depth edges under multi-scale depth changes. And here there is a tradeoff in choosing the camera-flash baseline. If we choose a small baseline (i.e., the flash is placed very close to the camera), it is possible that we miss depth edges for objects close the background, where we might have a not sufficiently large shadow width. On the other hand, if we use a large baseline, for thin structures, the shadow might be separated from the object. In this case, a spurious depth edge would be marked.
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Our solution to this problem is to use a multibaseline approach, where we have multiple light sources covering different baselines. In this setup, as we can see, we have four small baseline flashes and four large baseline flashes. The main question now is: how to combine the images taken with flashes at different baselines?
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The idea is very simple. We just take the minimum composite between the small baseline image and the large baseline image. What happens is that we preserve a sufficiently large shadow width for objects close to the background and also we avoid shadow detachment since the shadows get merged. In this example, we are showing the minimum composite for the light sources placed left to the camera. We would have to compute three more images for the remaining flashes and then run the basic algorithm.
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Here we have an example: if we capture images of this scene with small baseline flashes, and compute the depth edge map, we can see that there are missing depth edges in the interior of the pinecone, because this region has contours associated with a very small amount of depth change. On the other hand, large baseline light sources will cause shadows separated from the basket, thus leading to spurious marked depth edges.
By combining small and large baseline images, we are able to keep the edges in the interior of the pinecone, while avoiding spurious edges caused by shadow detachment.
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Here is a more complex example: we have a photo of a car engine and on the right the correspondent intensity edge map using the Canny operator. Note that the intensity edge map is very noisy, has many texture edges not associated with shape boundaries, and many important shape contours are lost due to low-contrast edges.
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Now we compare the standard depth edge detection algorithm using a single baseline with our multibaseline approach. Note that much more details are captured with our multibaseline technique. In other words, now we are able to capture depth edges in multiple scales.
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There are some drawbacks of using multiple point light sources for covering different baselines. 

First, we have a slower acquisition time, where much more images need to be captured

Second, even the flash closest to the camera may cause dettached shadows for thin objects.

A possible solution to these problems is to use linear light sources. In this case we have only four linear lights covering different baselines so only four images need to be captured.
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Here is an example of image capture using the four linear light sources.
One interesting aspect is that when we analyze the ratio images, we note that for detached shadows, we do not have a sharp drop, but rather a smooth transition along the shadow. So, by using linear lights, we avoid the detection of spurious edges due to detached shadows. Note that for attached shadows we have sharp shadow transitions and thus the edges are correctly marked in the depth edge map.
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There are some drawbacks in using linear light sources,

First, this approach is more sensitive to noise, especially when only part of the light source causes detached shadow.
The other problem is depth edges lying in shadowed regions. 

The reason is that the linear light source may cause a large shadow width (just like a large baseline point source) and then depth edges could lie in shadowed regions (as in this example) and can not be detected.  They could be detected by using small baseline point light sources.
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What happens if there is no background, i.e., when the depth change is infinite? Then we have no shadows and no depth edges are detected.
Our approach is to take images with flash and no-flash. In this example, we put the dragon toy in front of a window, so that the background is very far away.

Since the flash does not affect the background (because it is very far away), it remains the same in both images. However, as we can see, the object is much brighter in one of the images. 
So, by just taking the ratio between the flash/no-flash image pair, we are able to detect the external depth contours of the object (shown in white in this image). Then, by using multi-flash imaging and our algorithm for depth edge detection, we can detect the internal depth contours (shown in red in this image).
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So far we are assuming the scene remains static during image capture. If the object is moved, the images are not registered and we have problems to detect depth edges.
One way to handle this problem is to change the wavelength of light sources. In this case, all lights are triggered together and we explore the color of shadows to detect depth edges, as can be show in this figure.
On the other hand, the color of the shadow depends not only on the spectral distribution of the light sources, but also on the albedo of the objects of the scene.
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One way of solving this problem is to take two images of the scene, one with the three colored lights (red, green and blue), and the other with white light sources. 
Then, we can just take the ratio between these two images to cancel the albedo factor, which allows us to segment shadows reliably. We note that this approach does not solve the motion problem, but significantly reduces acquisition time, allowing motion compensation algorithms to work better.
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In order to detect depth edges from a single image, we need to separate shadows from reflectance discontinuities, which is a difficult problem in computer vision.
However, for specific applications, it is possible to extract depth edges in motion reliably. One example is in fingerspelling recognition, where depth edges play a major role as features for discriminating hand gestures.

Here, we learn shadow color transitions and project a classifier to detect interior edges of the hand. Note in the figure that our approach offers advantages over intensity edge detectors, which may detect undesirable edges (such as wrinkles and nails) and miss important finger contours due to low-contrast.
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As conclusions, let me first highlight the key contributions of this work:

First, we proposed a framework based on the variation of illumination parameters (spatial position, number, type, and wavelength of light sources) for robust depth edge detection

Second, we presented a novel multibaseline approach for multiscale depth edge detection.
Finally, we proposed a novel method to detect depth edges in motion with variable wavelength light sources
Slide 31

As limitations, our approach is limited to indoor scenes. Handling outdoor scenes is still an open research problem. Another limitation is the detection of depth edges in motion with variable wavelength in general scenes, due to the albedo problem.
For future work, we plan to extend our framework to detect other types of physical discontinuities (such as surface normal, albedo, illumination, and motion). Our final goal is to provide a general framework for scene understanding based on discontinuities.
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